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Abstract 

The structure of Sindbis virus core protein has been 
determined by a combination of multiple isomor- 
phous replacement and molecular replacement 
averaging techniques. The multiple isomorphous 
replacement phase determinations were made for two 
crystal forms (P21 and P432~2 ) of the core protein. 
The real-space molecular replacement averaging was 
subsequently carded out between two copies of the 
protein per asymmetric unit in the monoclinic form 
and one copy in the tetragonal form. This greatly 
improved the quality of  the electron density maps. 
The Sindbis virus core protein polypeptide could be 

* To whom correspondence should be addressed. 

0108-7673/92/040430-13 $06.00 

traced and related to the known amino acid sequence. 
The averaging procedure between different crystal 
forms, as described in this paper, should be generally 
applicable to other systems. 

Introduction 

Sindbis virus is a small enveloped animal virus con- 
taining a single-stranded RNA genome of positive 
polarity. It is the type member of the alphavirus 
group, in the family Togaviridae. Togaviruses are 
known to cause a variety of diseases, such as 
encephalitis, fever, arthritis and rash (Shope, 1980). 
The nucleoprotein capsid of Sindbis virus is sur- 
rounded by a lipid membrane bilayer, through which 
penetrate 80 glycoprotein spikes (von Bonsdorff & 

© 1992 International Union of Crystallography 
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Table 1. Sindbis virus capsid protein crystal forms 

A p p a r e n t  VMt Effective VMt 
Crys ta l  type  Space  g r o u p  Uni t - ce l l  p a r a m e t e r s  Z *  (,~3 d a l t o n - t )  (,/~3 d a l t o n - i )  

1 P22t2 t a = 37.0 ,~, b = 83.8 ,~, 3 2.6 
or c = 293.2 ~ 4 2.0 

P222t 5 1.6 2.8 

2 P4~2~2 a = b = 57.0 ,~, 1 1.5 2.7 
or c = 109.8 ,~ 

P432t2~- 

3 P2t a=38 .8 ,~ ,  b = 7 9 . 7 ~  I 3.2 
c = 60.8 A, ~ = 102.2 ° 2 1.6 2.8 

* Z is the possible number of SCP monomers in the crystallographic asymmetric unit. 
t The apparent V M is based on the actual protein molecular weight per crystallographic asymmetric unit; the effective V~4 is based on the molecular 

weight of only the ordered part of the protein structure. The effective VM is given only for the correct number of monomers in the asymmetric unit. 
~+ The correct space group enantiomorph was identified to be P432t2. 

Harrison, 1975; Khhriiiinen & S6derlund, 1978). The 
capsid contains 180 (Fuller, 1987) or 240 (Coombs 
& Brown, 1987) copies of the Sindbis virus core 
protein (SCP). The N-terminal 110 residues of the 
264 residues in each SCP molecule contain an 
unusually large number of basic residues as well as 
prolines. Similar amino-terminal sequences in other 
viruses have been found to be disordered. SCP is 
believed to act as a cis proteinase to cleave itself 
autocatalytically from the rest of the viral structural 
polyprotein (Hahn, Strauss & Strauss, 1985). The 
amino acid sequence Gly-Asp-Ser-Gly, which is con- 
served among all the chymotrypsin-like serine pro- 
teinases, is also present in SCP (Boege, Wengler, 
Wengler & Wittmann-Liebold, 1981), although no 
other sequence homology can be detected. The 
cleavage occurs at Trp 264, the C-terminus of SCP, 
suggesting that the substrate amino acid sequence 
specificity is similar to that of chymotrypsin. 

A description of the structure of SCP has been 
published previously (Choi, Tong, Minor, Dumas, 
Boege, Rossmann & Wengler, 1991). We report here 
the structure determination of SCP involving both 
multiple isomorphous replacement (MIR) and 
molecular replacement real-space averaging. Both 
procedures were explored simultaneously. Hints from 
one approach were helpful to the other as, for 
instance, the self-rotation function of type 3 crystals 
and the distribution of heavy atoms eventually sup- 
ported each other. In the end, both techniques were 
essential for the structure determination. The MIR 
phasing of type 2 and 3 crystals provided a phasing 
start, which could be used for averaging between 
three copies of the molecule among two crystal forms, 
using a newly developed real-space averaging pro- 
gram (Rossmann, McKenna, Tong, Xia, Dai, Wu, 
Choi & Lynch, 1992). This account is not necessarily 
sequential but attempts to recount the salient stages 
in a coherent manner. 

Molecular replacement electron density averag- 
ing for phase improvement and phase extension 
(Rossmann, 1990) has been used with success in the 

structure determination of viruses and some 
oligomeric proteins. In these cases the molecular 
redundancy was within a crystallographic asymmetric 
unit. More rarely has the technique been used where 
the redundancy occurs between different crystal 
forms. Examples are the structure determination of 
hexokinase (Fletterick & Steitz, 1976), influenza 
neuraminidase spike (Varghese, Laver & Colman, 
1983), human a~-proteinase inhibitor (L6ebermann, 
Tokuoka, Deisenhofer & Huber, 1984), histocompati- 
bility antigen HLA (Saper, Bjorkman & Wiley, 1991) 
and a CD4 fragment (Wang, Yan, Garrett, Liu, 
Rodgers, Garlick, Tarr, Husain, Reinherz & Harrison, 
1990). A reciprocal-space procedure was used for 
hexokinase, while a real-space averaging program 
(Bricogne, 1976) was used in the other cases. 

Crystallization and heavy-atom derivatives 

The preparation of the Sindbis virus core protein 
(Boege, Wengler, Wengler & Wittmann-Liebold, 
1980) and its crystallization (Boege, Cygler, Wengler, 
Dumas, Tsao, Luo, Smith & Rossmann, 1989) have 
been described previously. Three crystal types were 
previously observed. Crystal type 1 belonged to the 
orthorhombic system, crystal type 2 was tetragonal 
and crystal type 3 was monoclinic (Table 1). Type 2 
crystals were grown from a solution containing the 
trinucleotide pA3 or the heavy-atom compound 
K~HgI4. There can be only one molecule in the asym- 
metric unit of type 2 crystals, as even that alone would 
produce a rather low VM value of 1.5 A3 dalton-~ 
(Matthews, 1968). For type 3 crystals, VM was 3.2 
and 1.6 A3 dalton-l, assuming 1 or 2 molecules per 
asymmetric unit, respectively. 

Due to the instability of the crystals in artificial 
mother liquors, the heavy-atom derivatives were pre- 
pared by slowly transferring the heavy-atom solutions 
into the hanging drop. The R factor between the 
native reflection data and that collected for soaked 
crystals was used as an initial indication of specific 
heavy-atom substitution. Difference Patterson maps 
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and, later, difference Fourier maps, were calculated 
to check whether the soaked crystal was actually a 
derivative. Two heavy-atom compounds,  KAuCI4 and 
K2PtCI4 (referred to here as AUCL and PTCL), pro- 
duced suitable differences from the native data and 
gave interpretable difference Patterson maps. Another 
heavy-atom derivative was prepared by soaking 
crystals in both compounds sequentially (referred to 
here as AUPT). 

Data collection and processing 

Diffraction data were collected on a Xentronics 
(Siemens) area detector system mounted on an Elliott 
GX20 rotating-anode generator operated at 35 kV and 
40 mA. The crystal-to-detector distance was 11.8 cm 
and the detector swing angle was between 8 and 13 °. 
Mosaicity, crystal quality and radiation damage were 
monitored by the program X E L O P  (Minor, 
Jankowski & Bolin, 1992). The frame size was chosen 
between 0.15 and 0.25 ° depending on the mosaic 
character of the crystals. Crystals were maintained at 
about 285 K. The integration and processing were 
carried out initially with the X E N G E N  program 
(Howard, Gilliland, Finzel, Poulos, Ohlendorf  & 
Salemme, 1987), but subsequently the X D S  program 
(Kabsch, 1988) was used for all data processing. The 
overall error in the predicted reflection positions on 
the surface of the detector was about 0.4 pixels and 
that of the spindle position was about 0.03 °. Table 2 
gives a summary of the data sets that were used in 
the structure determination. Also listed in Table 2 are 
the Rain factors between the derivative and the native 
data. The overall R factor between the native type 3 
crystal reflection data processed with X D S  and that 
processed with X E N G E N  was 4.9% for reflections 
between 30 and 3 A, resolution. Similar R-factor 
values were obtained between several other data sets 
that were processed with both programs. 

Isomorphous replacement 

Two major sites in the PTCL derivative (sites A~ and 
A2 in Table 3) were located from difference Patterson 
maps for type 3 crystals. The minor sites (B~ and B2 
in Table 3) were located from a difference Fourier 
map using phases from the major sites. Both major 
sites and one of the minor sites were also determined 
by using a systematic Patterson-map search program 
(L. Tong, unpublished results). The single isomor- 
phous replacement (SIR) phases from the PTCL 
derivative were then used to locate the heavy-atom 
positions in the AUCL and AUPT derivatives. Reflec- 
tion data between 8 and 4/~, resolution were used in 
the difference Patterson and difference Fourier calcu- 
lations. The AUPT double-soak derivative contained 
the two major sites of the PTCL derivative and the 
two sites of the AUCL derivative (Table 3). Reflec- 

tions between 30 and 3 A resolution were used in the 
MIR phase refinement. About 7% of the reflections, 
whose lack-of-closure error for the best phase was 
greater than 2.3 times the r.m.s, lack-of-closure error 
over all reflections, were rejected for phase determina- 
tion and heavy-atom parameter refinement (Table 4). 

Three heavy-atom derivatives were prepared for 
type 2 crystals, corresponding to those of type 3 
crystals (Table 2). Difference Patterson maps as well 
as difference Fourier maps using phases from the 
molecular replacement solution discussed below were 
used to locate the heavy atoms. About 10% of the 
reflections, whose lack-of-closure error for the best 
phase were greater than 2.1 times the r.m.s, lack-of- 
closure error of the centric reflections, were rejected 
for phase determination and heavy-atom parameter 
refinement (Table 4). 

The heavy-atom sites (A, B and C) in the type 3 
crystals could be arranged into two groups (Table 3). 
Each group formed a triangle with edges of lengths 
A B  = 20.4 + 0.4, B C  = 30.3 + 0.3 and CA = 
17.2 + 0.1 ,~. Furthermore, the relative occupancies of 
the equivalent sites were very similar, with site A in 
the PTCL compound being most substituted and site 
C in the AUCL compound being least substituted. 
The r.m.s, difference in the heavy-atom positions after 
a least-squares superposition was only 0.3 A, the 
angle of rotation between the two groups was 177.7 ° 
and the skew translation along the instantaneous rota- 
tion axis was only 0.8 ]k. The polar angles [see Ross- 
mann & Blow (1962) for a definition] of this dimer 
rotation axis were ~p = -0.3  °, ~ = 74.5 °, corresponding 
to one of the major peaks in the self-rotation function 
(see below). This suggested that the type 3 crystals 
contained two molecules related by a twofold rotation 
axis, consistent with the anticipation based on the 
Vm value (Table 1). 

It was also observed that the Pt and Au sites in the 
type 2 crystals were separated by 16.8/~, correspond- 
ing to the separation of the major Pt site (A) and the 
Au site (C)  in each molecule of the type 3 crystals. 
Further examination showed that the crystallographic 
twofold axis along [110] was equivalent to the non- 
crystallographic axis in the type 3 crystals. Again, this 
was consistent with independent cross-rotation func- 
tion studies (see below). 

Electron density maps based on MIR phasing of 
either type 2 or type 3 crystals were of insufficient 
quality for direct interpretation. Their poor quality 
could have been anticipated from the poor figure of 
merit derived from the three heavy-atom compounds 
in each crystal form. This may have been the result 
of inherent lack of isomorphism - perhaps suggested 
by the fragility of crystals that had been soaked in 
heavy-atom solutions. However, as one third of the 
protein was later found to be disordered and must 
be in the 'solvent' region of the crystals, it is possible 
that the heavy atoms may also have substituted the 
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Table 2. Summary of reflection data 

Crystal  Heavy-atom Number of Number of R~erg~t Rd,n:~ 
form compound* observations reflections (%) (%) 

2 NATI 17265 3779 6.3 - 
PTCL 6858 2718 9.6 20 
AUCL 22208 4748 4.5 I 1 
AUPT 6644 2812 6.5 21 

3 NATI 10971 5613 4.5 - 
PTC L 12060 6233 4.3 24 
AUC L 8355 4943 4.0 17 
AUPT 11708 5853 4.0 12 

* The reflection data sets will be referred to by the four-letter codes: NATI: native data; PTCL: K2PtCI 4 derivative; AUCL: KAuCI4 derivative; AUPT: 
KAuCI4 and K2PtCI 4 derivatives. 

t R~¢r~ e = (Y-h ~ Ihj - ihl)/Y.h ~, lhi is the R factor for merging reflection data from the same derivative. 
"~ Rdin = (Y.h IFml - Fp])/~,h Fp is the R factor between the native and the heavy-atom derivative reflection data, for the resolution range 10-3 ,~. 

Table 3. Refined heavy-atom parameters 

T y p e  3 crys ta l  

" M o l e c u l e  

l 

2 

T y p e  2 crys ta l  

M o l e c u l e  

P T C L  A U C L  A U P T  

Site x y z Z B x y z Z B x y z Z B 

A 1 0.6180 0.5000 0.8058 35 44 0.6143 0.4992 0.8054 11 43 
B I 0.3007 0.2898 0.7829 21 53 
C1 0.5769 0.5785 0.5389 22 31 0.5710 0.5795 0.5373 10 27 

A 2 0.2566 0.2516 0.2708 40 52 0.2531 0.2508 0.2687 12 53 
B2 0.3032 0.5021 0.2808 28 56 
C2 0.3832 0.1865 0.0285 20 31 0.3879 0.1879 0.0288 11 34 

P T C L  A U C L  A U P T  

Site  x y z Z B x y z Z B x y z Z B 

A 0.7646 0.5086 0.0104 35 28 0.7680 0.5130 0.0067 29 26 
B 

C 0.6769 0.6887 0.1229 20 33 0.6798 0.6917 0.1275 26 42 

Notes: x, y, z are the fractional coordinates of the sites. Z is the relative occupancy. B is the effective temperature factor in ~2. 

protein in random positions of the disordered protein. 
Accordingly, a variety of alternative techniques had 
been applied, both before and after the attainment 
of a reproducible heavy-atom solution, to determine 
the structure. 

Solvent flattening 

Attempts were made to improve the MIR phasing of 
the type 3 crystal structure factors by solvent flattening 
(Wang, 1985). However, it was uncertain at the time 
whether the asymmetric unit contained two very 
tightly packed molecules or one fairly loosely packed 
molecule (Table 1). Hence, two separate solvent- 
flattening iterative procedures were pursued assuming 
30 and 60% solvent volume, respectively. Each cycle 
consisted of a Fourier back-transformation of the 
modified electron density to obtain calculated phases 
for recombining with the observed amplitudes. A new 
electron density map was then calculated which was 
used to determine the molecular envelope and, hence, 
defined the solvent region to be flattened. After ten 
cycles the R factor between observed and calculated 
structure amplitudes for the tightly and loosely 
packed molecular envelopes was 22.5 and 31.4%, 
respectively. The overall r.m.s, phase difference 

between the two phase sets was 42 °. The two electron 
density maps turned out to be rather similar. This 
was later explained, with the knowledge of the struc- 
ture, by the fact that only 150 out of the 264 residues 
were ordered in the crystal, giving an 'effective' VM 
value of 2.8 A 3 dalton- '  for two molecules in the 
asymmetric unit and an 'effective' solvent content of 
about 55%. 

The electron density map, from solvent flattening 
with 30% solvent, could be interpreted in terms of a 
'molecule' that contained a fl barrel, with possibly 
five fl strands in one sheet and two in the other. The 
left-handed twisting of the strands in the /3 sheet 
confirmed the correct choice of the phase enantio- 
morph. The connectivity between the secondary struc- 
ture elements was rather poor. While there was some 
density that might have been another 'molecule', it 
was of lesser height and of no obvious structure. 

The presence of the same monomer in type 2 crystals 
as in type 3 crystals 

A cross-rotation function between type 3 and type 2 
crystal reflection data contained one peak which was 
i.25 times bigger than the next highest peak. The 
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Table 4. MIR phase-refinement statistics 
(a) Type 2 crystals 

R e s o l u t i o n  (/~,) 14.12 9.23 6.86 5.45 4.53 3.87 3.38 3.00 Overa l l  

Number of reflections 34 113 203 306 456 631 703 760 3206 
(Fp) 432 386 315 261 349 343 274 202 288 
m 0.81 0.86 0.81 0.74 0.71 0.69 0.67 0.56 0.68 

PTCL 

(Fpn)  341 385 317 282 357 354 285 243 314 
R.m.s. (Fen  - Fp) 45 92 77 71 68 67 69 64 70 
R.m.s. FH 48 85 78 77 70 62 54 49 65 
R.m.s. (lack of closure) 16 35 34 29 42 49 59 43 46 
Phasing power 3.09 2.40 2.27 2.69 1.65 1.26 0.91 i.14 1.93 
R (centric reflections only) 0.42 0.42 0.43 0.38 0.55 0.73 0.79 0.66 0.55 

AUCL 

(Fpn)  428 399 330 273 337 341 269 200 284 
R.m.s. ( Fen - Fp) 81 45 38 40 34 33 28 25 33 
R.m.s. F n 50 48 40 40 35 32 27 22 32 
R.m.s. (lack of closure) 58 17 15 19 16 16 15 16 17 
Phasing power 0.87 2.79 2.62 2.06 2.25 2.01 1.87 1.40 1.98 
R (centric reflections only) 0.65 0.36 0.44 0.39 0.44 0.45 0.48 0.65 0.48 

AUPT 

(Fpn)  325 345 318 273 349 333 270 206 29 I 
R.m.s. (FpH - Fp) 127 116 82 74 69 73 55 49 68 
R.m.s. F H 101 98 86 78 73 66 54 49 67 
R.m.s. (lack of closure) 89 54 42 36 35 48 29 28 38 
Phasing power I. 14 1.81 2.04 2.18 2.05 1.39 1.84 1.72 1.77 
R (centric reflections only) 0.56 0.46 0.50 0.52 0.41 0.62 0.43 0.46 0.50 

(b) Type 3 crystals 

R e s o l u t i o n  (/~,) 14.12 9.23 6.86 5.45 4.53 3.87 3.38 3.00 Overa l l  

Number of reflections 55 175 351 537 786 1029 1210 835 4978 
(Fp) 387 428 294 240 288 259 182 138 230 
m 0.66 0.79 0.79 0.81 0.76 0.71 0.71 0.63 0.72 

PTCL 

(FpH) 402 443 319 254 293 259 188 163 245 
R.m.s. (Fpn -- Fp) 174 148 114 84 72 59 46 40 72 
R.m.s. FH 159 142 122 111 95 76 61 48 86 
R.m.s. (lack of closure) 75 74 48 30 29 29 21 21 32 
Phasing power 2.11 1.93 2.52 3.74 3.25 2.65 2.94 2.27 2.68 
R 0.43 0.50 0.42 0.35 0.40 0.49 0.45 0.53 0.44 

AUCL 

(Fpn)  434 432 307 249 291 267 205 165 248 
R.m.s. ( FpH - Fp) 76 67 53 45 46 44 37 37 44 
R.m.s. FH 67 72 64 60 53 48 41 35 49 
R.m.s. (lack of closure) 45 24 19 19 24 24 20 22 22 
Phasing power 1.49 3.00 3.38 3.12 2.22 1.99 2.02 1.59 2.35 
R 0.59 0.36 0.36 0.42 0.52 0.54 0.54 0.59 0.50 

AUPT 

(FpH) 437 416 292 244 278 255 189 152 240 
R.m.s. ( FpH -- Fp) 87 59 43 35 32 29 26 26 33 
R.m.s. F H 57 52 48 41 37 32 26 22 35 
R.m.s. (lack of closure) 57 28 18 14 16 17 16 17 18 
Phasing power 1.00 1.83 2.60 3.00 2.24 1.92 1.69 1.30 1.95 
R 0.65 0.48 0.43 0.39 0.52 0.58 0.61 0.66 0.54 

Fp, FH and FpH are structure factors for the native protein, the heavy-atom contribution alone and the heavy-atom derivative, respectively. Phasing power 
is r.m.s. [FH(lack of closure)]; R = Y. I[I(FpH - F p ) l -  FH]I/Y, I (Fp ,  - Fp)l. 

position of the peak had Eulerian angles 0~--40.5, 
02 = 22.0 and 03 = 18.5 ° [see Rossmann & Blow (1962) 
for definition]. The presence of only a single peak in 
the rotation function was puzzling at the beginning 
because two peaks would be expected if there were 
two molecules in crystal form 3. This problem was 

later clarified when it was realized that both type 2 
and type 3 crystals contained the same molecular 
dimer (see below). The type 3 crystal electron density 
map could, thus, be used to solve the type 2 crystal 
structure by molecular replacement. A box was placed 
around the molecule with recognizable secondary 
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structure elements in the type 3 crystal electron 
density map, sampled on a grid of 40 x 80 x 60 inter- 
vals along a, b and c. The density inside the box 
was placed in a triclinic unit cell with 100 grid inter- 
vals along each edge, giving a=38.8x100/40= 
97.0 ~ ,  b = 79.7 × 100/80 = 99.6 ~ ,  c = 60.8 x 
100/60 = 101.3 A, a = 90.0, /3 = 102.2 and y = 90.0 °. 
Density outside the box in the triclinic cell was set 
to zero. The map was back-transformed to produce 
a set of calculated structure-factor amplitudes and 
phases. A cross-rotation function using 8-3.5 
resolution data between the calculated structure fac- 
tors and type 2 reflection data contained a significant 
peak at Eulerian angles of (58°,22°,3°). The 
difference in orientation of the molecule correspond- 
ing to this peak and the cross-rotation function peak 
was only 7 ° , confirming that much of the selected 
electron density corresponded to that in type 2 crys- 
tals. A translation function (Crowther & Blow, 1967) 
was then calculated for type 2 reflection data between 
8 and 4,~ resolution for space groups P412~2 and 
P432~2. Only the translation function for space group 
P432~2 contained a significant peak. A set of phases 
was calculated for type 2 reflection data based on this 
position. The resulting electron density map showed 
favorable packing among the symmetry-related 
molecules, confirming the correctness of the 
molecular replacement solution. This also determined 
the space group of type 2 crystals to be P432~2. 

The presence of a dimer in type 3 crystals 

The K = 180 ° plane for the self-rotation function, 
using type 3 XDS-processed data, showed that the 
highest peak, besides the crystallographic twofold 
peak, had polar angles ~0--0 °, ~b = 76 ° (see Fig. 1). 
The next highest peak was about 0.8 of the highest 
peak. As mentioned above, this corroborated the 
heavy-atom results and also suggested that there were 
two molecules per asymmetric unit. 

Attempts were made to verify that the second 
molecule in the solvent-flattened maps of type 3 
crystals, although poorer in quality, was, nevertheless, 
of the same structure. Indeed, that might be expected 
from the relation between the heavy-atom sites and 
the self-rotation function results. Two real-space 
translation functions, TI and T2, were used to estab- 
lish the translational relationship between the two 
molecules in the available electron density. (The pro- 
gram is available from LT and is coded in Fortran. 
It is part of the rotation-function package described 
by Tong & Rossmann, 1990.) The same procedure 
had been used in the structure determination of t~- 
chymotrypsin (Blow, Rossmann & Jeffery, 1964) and 
has been described in detail by Rossmann (1972). 

Both translation functions can be defined as 

T([C] ,  Sx, Sy) : I p(x)p(y) dx (1) 
u 

where p(x) is the electron density of the first molecule 
contained in volume U (usually defined as a sphere), 
p(y) is the electron density of the second molecule, 
Sx is the approximate center of the first molecule and 
Sy is the equivalent center position in the second 
molecule. 

The positions x and y are related by 

y = [ C ] x + d  (2) 

where [C]  is a rotation matrix whose elements are 
dependent on the known rotational relation of the 
two molecules and d is a translation vector. It can be 
shown that (Rossmann, 1972) 

T~([ C],  S~, Sy) = ~ Fp exp (-2~rip • Sy) 
P 

× I~h FhGhp exp (-27rih" Sx)] (3) 

where Ghp is a diffraction function limited by the 
volume U (Rossmann & Blow, 1962). 

The first translation function, Ti, assumes a value 
for the position Sx and searches for the position Sy. 
The solvent-flattened electron density map of type 3 
crystals (see above) suggested that the center of one 
molecule would be roughly at (0.380, -0.049, 0.344), 
a position related by crystallographic symmetry to 
molecule 1 as defined by the heavy atoms (Table 3). 
The calculations used terms between 10 and 4.5 
resolution and a radius of integration of 20 A, that 

Fig. 1. A stereographic projection of the K = 180 ° plane for the 
self-rotation function for type 3 crystals. A total of 3863 reflec- 
tions between 10 and 3.5 A resolution were used in the calcula- 
tion. The second Patterson was represented only by 839 terms 
whose structure amplitudes were bigger than 1.5 times the mean 
value. The radius of integration was 20 A. 
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defined the volume U. The largest peak in the transla- 
t ion funct ion was at (0.200, 0.288, 0.100) with a height 
of  120., where o- is the r.m.s, deviat ion of  the funct ion 
about  the mean level. The second largest peak was 
only 50 high. The vector between the two molecular  
centers made an angle of  90.4 ° with the appropr ia te  
noncrys ta l lographic  axis found in the self-rotat ion 
function.  Therefore,  the two molecules in the asym- 
metric unit  of  type 3 crystals (one of  which was very 
poor ly  defined) were of  similar structure and between 
them formed a proper  dimer. 

The second translat ion funct ion,  T:, searches for 
the dimer  axis by setting S:, = Sy. If the center Sx is 
on the dimer axis, then it can be rotated about  the 
known noncrys ta l lographic  rotat ion axis and placed 
upon itself to give agreement  between the original 
and rotated electron densities. Thus, the t ranslat ion 
funct ion will consist of  a streak of  high density mark- 
ing the dimer axis (Fig. 2). 

The parameters that  define the local twofold axis 
were then optimized by maximizing the peak in the 
first t ranslat ion function,  T~. This funct ion is depen- 
dent  on the noncrys ta l lographic  twofold axis orienta- 
t ion that  determines [C]  and the equivalent  points 
designated as centers Sx and Sv in the two molecules.  
Reflection data between 10 and 3 A resolution were 
used in this search. Only those reflections greater than 
1.5 times the mean ampl i tude  were used to represent 
the Fp structure factors. Sx was kept constant  at 
(0.370, -0.049,  0.344). Polar K, qJ, q~ coordinates  were 
used to parameterize [C]  where K was kept constant  
at 180 °. It was found that  Sy refined to the posi t ion 
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Fig. 2. Translation function, T2, showing the location of the local 
twofold axis in type 3 Sindbis virus capsid protein crystals. 
Reflection data between 10 and 5/~ resolution and solvent- 
flattened phase information were used in the calculation. The 
second electron density map was represented by those terms 
whose amplitudes were larger than 1.5 times the mean amplitude. 
The radius of integration was 20 A. Composite of sections 9 
through 13 in y, corresponding to fractional coordinates of 0.100 
through 0.150, are shown superimposed in the plot. The first 
contour was drawn at 40" and subsequent contours were drawn 
at intervals of 0", where 0" is the r.m.s, deviation from the mean 
value of the translation function. The noncrystallographic dimer 
axis, which is inclined to the plane, is outlined by the contours. 

(0.202, 0.288, 0.110). The average of  these two 
molecular  centers S,, and Sy then gave (0.286, 0.120, 
0.227) as the posi t ion of  a point  on the noncrystal lo-  
graphic twofold axis. The or ienta t ion of  the noncrys- 
ta l lographic  dimer axis was found to be ~o =0 .0  °, 

= 76.4 o. 

The presence of the same dimer in type 2 and type 3 
crystals 

There is one unique crystal lographic  twofold axis in 
space group P432~2, a long the direct ion [110]. Con- 
sequently,  a cross-rotation funct ion was calculated 
by first al igning the [110] direct ion in crystal form 2 
with the noncrys ta l lographic  twofold direct ion along 
q~ = 0.0, ~ = 76.4 ° in crystal form 3. A rotat ion of  21.2 ° 
of  type 2 crystals a round the noncrys ta l lographic  
dimer  axis in type 3 crystals produced the maximum 
overlap between the two Patterson maps (Fig. 3), 
confirming the presence of  the dimer  in crystal form 
2. The total rotat ion that  orients the dimer in type 2 
crystals into the same or ienta t ion as the stated dimer  
in type 3 crystals is given by the Eulerian angles 
0~ = 13.6, 02 = 21.2 and 03 = 315.0 °. The re la t ionship  
between type 2 and type 3 crystals was subsequent ly  
confirmed when the heavy-atom posit ions in type 2 
crystals had been established and could, therefore,  
be related to the cor responding  sites in type 3 crystals 
(see above). 

The posi t ion of  the dimer  in the type 2 crystal unit  
cell was determined using (3). In this case, [ C] corres- 
ponded  to the rotat ion between crystal forms 2 and 
3, Sy corresponded to the center of  the dimer  in type 
3 crystals and Sx cor responded  to the center of  the 
dimer  in type 2 crystals. A search was carried out 
along the [110] direct ion in crystal form 2 for a 
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Fig. 3. The cross-rotation function (arbitrary units) between type 
2 and type 3 of the Sindbis virus capsid protein crystals. Reflec- 
tion data between 8 and 3.5.~ resolution were used in the 
calculation. Only the terms larger than 1.5 times the mean 
intensity were used to represent the Patterson of the type 2 
crystals. The radius of integration was 20/~. The crystallographic 
twofold axis along [110] in crystal form 2 was prealigned with 
the direction of the local twofold axis in crystal form 3. Therefore, 
the rotation function was only dependent on the rotation (K) 
around the superimposed dimer axes. 
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position that would produce the maximum overlap 
with the dimer electron density in type 3 crystals. The 
center of the crystallographic dimer in crystal form 
2 was found to be located at (0.624, 0.624, 0.000), 
corresponding to the position (0.286, 0.120, 0.227) in 
the type 3 crystal form. The peak was 10o- higher than 
the next highest peak (Fig. 4). Holding the dimer 
center in crystal form 2 at (0.624, 0.624, 0.000), the 
dimer center in crystal form 3 and the rotational 
relationship between the two crystal forms were 
optimized using again the search procedure described 
by (3), with the solvent-flattened phase sets. The 
equivalent dimer center in crystal form 3 was shown 
to be at (0.289, 0.119, 0.227) and the best Eulerian 
rotation angles were found to be (13.6 ° , 22.5 ° , 315.0°). 

Molecular replacement averaging between the two 
crystal forms 

( a ) General  procedure 

There is one unique molecular copy in crystal form 
2 and two copies in crystal form 3, giving a total of 
three independent molecular images. As shown in the 
previous section, the two unique molecules in type 3 
crystals form a proper dimer. The same dimer is 
present in crystal form 2, with the dimer twofold axis 
coinciding with a crystallographic twofold axis. Con- 
sequently, the dimer was treated as the basic unit in 
the molecular replacement real-space averaging 
between the two crystal forms. The averaging pro- 
cedure between the two crystal forms, briefly men- 
tioned by Rossmann et al. (1992), is described here 
in more detail and shown in Fig. 5. The real crystal 
cells (type 2 or 3) will be referred to as p-cells and 
an artificial cell containing the dimer in a known, 
arbitrary but useful orientation as the h-cell, in 
accordance with the nomenclature of Rossmann et 
al. (1992). 

In the first step, electron density maps for crystal 
forms 2 and 3 were calculated based on the current 

phase information. The grid interval was one third 
of the highest-resolution reflection data used. At 3 
resolution, the number of grids along unit-cell edges 
was 60 x 60 x 120 for crystal form 2 and 40 x 80 x 60 
for crystal form 3. The electron density map for crystal 
form 3 was then skewed and averaged and the result- 
ing electron density placed in a large P1 cell (the 
h-cell) with a = b = c = 1 0 0 ~  and a = / 3 = y = 9 0  ° . 
The h-cell map was sampled on a grid of 100 x 100 x 
100 at 3 A resolution. The dimer center was placed 
at (½, ~, ½) in the h-cell. A rotation of 76.4 ° around 
the crystal-cell c axis was applied to the type 3 elec- 
tron density map in the skewing process (Table 5), 
thus aligning the dimer twofold axis along the b axis 
of the h-cell. Twofold averaging was applied to all 
grid points lying within 48/~ of the dimer center. The 
electron density values for grid points outside this 
radius limit were set to 0 in the h-cell. Similarly, the 
electron density map for crystal form 2 was skewed 
into an h-cell. Molecular averaging in this case was 
unnecessary as the two molecules in the dimer were 
related by crystallographic symmetry. The center of 
the dimer was again placed at (½, ½,-~) in the h-cell. 
The rotation applied to the type 2 electron density 
map, corresponding to Eulerian angles of (90.0 °, 
22.5 °, 315.0°), was chosen such that the orientation 
of the dimer in the h-cell was the same as that from 
crystal form 3 (Table 5). 

The averaging between crystal forms 2 and 3 was 
performed as the second step. The two h-cells con- 
structed in the first step contained the electron density 
for the two molecular dimers in the same orientation 
and position, and sampled on the same grid. This 
enabled the averaging to be carried out point-by-point 
between the two h-cells. At each point the weighted 
averaged density/5 was given by 

15 = (w2k2P2 + ~o3fi3)/(oJ2 + w3) (4) 

where P2 and t33 are the electron density values in the 
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Fig. 4. Translation function, 7"2 (arbitrary units), in type 2 crystals, 
between 10 and 3/~, resolution, using as a search model the 
image of the dimer produced by a solvent-flattened MIR map 
of type 3 crystals. The radius of integration was 30/~,. The 
translation function is plotted along the (x, x, 0) line. 
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Fig. 5. Procedure for the molecular replacement averaging between 
Sindbis virus capsid protein crystal forms 2 and 3. 
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Table 5. Transformation from the crystal cell to the skewed cell 

Crystal form 2 Crystal form 3 
Dimer center* (0.624, 0.624, 0) (0.289, 0.I 19, 0.227) 
Rotation angle (90.0 °, 22.5 °, 315.0 °) (90.0°, 90.0 °, -76 .4  °) 

(Eulerian) (polar) 

/ 0.6533 -0.6533 0.3827} /0.2351 -0.9720 0.0000} 
Rotation matrix [p] [ 0.7071 0.7071 0.0000 [ 0.9720 0.2351 0.0000 

~-0.2706 0.2706 0.9239 \ 0.0000 0.0000 1.0000 

* The dimer center in the skewed cell is set at (~, ~, ~). Eulerian and polar angles are defined by Rossmann & Blow (1962). The matrix [p]  is a pure 
rotation related to [C] by 

[C] = [,~][p][/3] 
where [ a ]  and [/3] are deorthogonalizing and orthogonalizing matrices as described by Rossmann & Blow (1962). 

type 2 and type 3 h-cells, respectively, to2 and 093 are 
weighting factors to be appl ied  to the corresponding 
h-cell density values where the densities are placed 
on approximate ly  the same scale. To assign equal 
weight to the three unique molecular  copies, to2 and 
to3 are set to 1 and 2 respectively because the type 
3 h-cell has been pre-averaged within the dimer, k2 
is a scale factor appl ied to type 2 h-cell density to 
place the two h-cell electron density values on the 
same scale. It was calculated to make the r.m.s, values 
of the two h-cell electron density maps  the same by 
setting 

k2 = (E P~IE P~)'/~ (5) 

where the summat ion  went over all grid points lying 
between 5 and 25 ,~ of  the d imer  center. A slightly 
improved procedure would have been to determine 
k2 with respect to only those grid points within the 
molecular  envelope. The actual value of k2 has no 
significance as it is dependen t  on the arbitrari ly 
chosen scales for/53 and p2. 

The third step of the averaging procedure involved 
the definit ion of a mask for the dimer. The mask was 
de termined in the h-cell based on the averaged h-cell 
electron density values. The threefold averaging 
between the two crystal forms had reduced the elec- 
tron density values not belonging to the dimer  while 
leaving the dimer  electron density relatively 
unchanged ,  making it easier to define a mask for the 
dimer.  The averaged h-cell electron density map  was 
smoothed using the Wang procedure (Wang, 1985). 
The smoothing function was defined as 

tS(l, J, K ) = ( 1 /  N) Y. E E p( I + 21, J + 2m, K + 2 n )  
I m n 

(6) 

where the summat ion  goes over grid points with posi- 
tive electron density values only and N is the number  
of such grid points. The limits of  l, m and n were 
such that (12+m2+nE)t/2~_3. The l, m and n indices 
were mult ipl ied by 2 so that only every other grid 
point  was checked to speed up the calculation. A 
pre l iminary  mask for the dimer  was defined auto- 
matical ly by assigning to the d imer  all grid points in 
the smoothed electron density map having density 

values greater than a cutoff value. The pre l iminary  
mask was modified manua l ly  because it was clear that 
the mask included grid points that did not belong to 
the d imer  (Fig. 6). This was an inherent  problem since 
the threefold averaging could not completely remove 
the electron density of the neighboring molecules.  
The cutoff value was selected to achieve a solvent 
content of  about 40% when the h-cell density was 
skewed into the crystal unit  cells. 

In the fourth step, the averaged h-cell density 
within the defined mask was skewed back into the 
asymmetr ic  units of the two crystal unit cells. A grid 
point  lying within 43 ~ of  the dimer  center in each 
crystal was t ransformed into the h-cell and its eight 
nearest grid points in the h-cell were then identified. 
If Nprot out of  the eight grid points belonged to the 
d imer  mask, the grid point in the crystal cell was 
deemed to belong to the d imer  and the electron 
density value at the grid point  was then calculated 
by 8-point interpolation. The mask for the dimer  
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Fig. 6. Section b = ½ of the dimer mask in the h-cell. The center 
of the cell (0.5, 0.5, 0.5) is shown as a cross. Only grid points 
within 43/~ of the dimer center were considered in the mask 
definition. The automatically assigned mask has exact twofold 
symmetry. The shaded region clearly did not belong to the dimer 
and was removed from the mask by manual editing, leaving the 
region in black as the mask for the dimer. Using a text editor, 
manual modification of a 3~  mask (100xl00xl00 grids) 
usually took about 2 h. Only half of the mask was modified. The 
other half was generated from the twofold symmetry. 
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could be expanded or shrunk to a certain extent by 
the choice of Nprot. For instance, Nprot--1  would 
expand the mask whereas Nprot--8 would shrink it. 
A value of 2 or 3 was usually used to arrive at a 
solvent content of about 40% in the crystal cells. The 
grid point in the crystal cell was then folded into a 
predefined crystallographic asymmetric unit. Because 
the h-cell contained a crystallographic dimer, the type 
2 crystals were treated as having space group P4  3. In 
the case of overlap at any grid point in the crystal 
cell, the highest electron density value was saved at 
that point. Usually, about 2 to 3% of the crystal-cell 
grid points overlapped between neighboring~ dimers. 
When all the grid points lying within 43 A of the 
dimer center in the crystal cell had been considered, 
grid points in the crystallographic asymmetric unit 
that were not assigned to the dimer were assigned to 
solvent and the corresponding electron density values 
were set to zero. The electron density for the asym- 
metric unit was then expanded by crystallographic 
symmetry to construct the entire unit cell. 

In the fifth and final step, the newly constructed 
electron density maps were back-transformed to pro- 
duce a list of calculated structure factors. The starting 
phase angles were then replaced with the newly calcu- 
lated ones. On some cycles, missing reflections in the 
observed data set were added, using the calculated 
structure-factor amplitudes and phases. The next 
cycle of molecular replacement averaging could then 
be initiated. The R factor 

]  ,00 
and the correlation coefficient 

x (Fobs- (Fobs))2 ~h (Fca.c- (Fca,c))2J 

between the observed and the calculated structure 
amplitudes, as well as the differences between the 
original and the newly calculated phase angles, were 
monitored for the progress and convergence of the 
averaging procedure. 

( b ) Averaging at 3 ]~ resolution 

Molecular replacement averaging was first carried 
out at 3 ~ resolution. Starting phases were based on 
MIR followed by cycles of solvent flattening (see the 
description for type 3 crystals above). The weights 
[to2 and to3 in (4)] on crystal forms 2 (with one 
molecular image) and 3 (with two molecular images) 
were both set to 1.0, thus giving a higher weight for 
crystal form 2 in the averaging process. Manual edit- 
ing of the mask in the h-cell removed about 60% of 
the grid points, leaving a total of 51 240 grid points 

belonging to the dimer. Setting Npro~ to 2 in the 
skewing process from the h-cell to the p-cells pro- 
duced a solvent content of about 38% for both crystal 
forms. About 3% of the protein grid points overlapped 
between molecules for crystal form 2, whereas only 
1.2% of the protein grid points overlapped for crystal 
form 3. After ten cycles of averaging between the two 
crystal forms, the overall correlation coefficient rose 
from 0.653 to 0.823 for crystal form 2 and from 0.646 
to 0.791 for crystal form 3. The overall R-factor values 
had dropped to 23.0 and 28.7% for crystal forms 2 
and 3, respectively. The r.m.s, phase differences 
between the solvent-flattened MIR phases and those 
after averaging were 73 and 82 ° , respectively. 

(c) Averaging and phase extension from 5 to 3 
resolution 

A second approach to the molecular replacement 
averaging between the two crystal forms was 
attempted. The averaging was initiated at 5/~ resol- 
ution, using the original MIR phases. The phase 
extension to 3/~, was then carried out in ten stages. 
At each stage the new reflections were added with 
their original M I R phases as the starting phase infor- 
mation. The first dimer mask was calculated at 4 
resolution with the MIR phases. After phases had 
been extended from 5 to 4.1 A resolution, a new mask 
was calculated. A final mask was calculated at 3.4 
resolution. Each phase extension and averaging step 
took three or four cycles to converge. The weighting 
factors to2 and O9 3 [see (4)] were set to 1.0 and 2.0, 
respectively. A cycle of solvent flattening was sub- 
sequently carried out in each individual crystal form. 
For this, a protein mask was determined in the crystal 
p-cell based on the dimer mask in the h-cell. Grid 
points in the solvent region were set to their average 
value and the resulting map was Fourier back-trans- 
formed to produce the new phase information. After 
five cycles of solvent flattening, the overall correlation 
coefficients were 0.972 and 0.985 for crystal forms 2 
and 3, respectively. 

Interpretation of the averaged electron density maps 

As mentioned earlier, the solvent-flattened MIR elec- 
tron density maps could not be interpreted as there 
were too many breaks and branch points in the elec- 
tron density. After molecular replacement averaging, 
there was significant improvement in the electron 
density maps. Simultaneous examination of both the 
electron density map after averaging at 3 A and the 
map after averaging and phase extension from 5 to 
3 A enabled them to be traced based on the amino 
acid sequence of SCP. As expected, the N-terminal 
residues are flexible and, apart from a small stretch 
of uninterpreted density corresponding to about six 
residues, could not be located in the electron density 
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maps. There were no significant breaks in the electron 
density along the polypeptide chain from residue 114 
to the C-terminal residue 264. The heavy-atom com- 
pounds in the derivatives were located close to suit- 
able ligands - sites A (Table 3) are close to the S~ 

~!~ii~iil ~ ! :  

Fig. 7. Residues ( 1 8 8 ) P h e - T y r - A s n - T r p - H i s - H i s ( 1 9 3 )  fitted into 
the electron density map after molecular replacement averaging 
at 3/~ resolution. 
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Fig. 8. Plot o f  the average main-chain type 2 crystal electron density 
values in r.m.s, units for: (a)  the original MIR map; (b) the 
solvent-flattened MIR map; (c)  the map after averaging at 3/~ 
resolution; and (d)  the map after averaging and phase extension 
from 5 to 3/~ resolution. The 3/~ electron density maps were 
sampled on a grid of 80 x 80 x 160. 

Table 6. Test for quality of electron density 

Phase-determination method 
1 2 3 4 

Test 1 1.3 1.8 2.2 2.2 
Test 2 22 69 81 80 
Test 3 43 24 9 7 

Method of phase determination: 
1. MIR in type 3 crystals. 
2. MIR followed by cycles of solvent flattening in type 3 crystals. 
3. Averaging of MIR and solvent-flattened density between type 2 and type 

3 crystals at 3 A resolution. 
4. Averaging of MIR density between type 2 and type 3 crystals at 5,~ 

resolution and extended to 3 A resolution. 
Test procedure: 
Test 1. The r.m.s, value (tr) of the electron density was computed over the 

whole map. The average density (~) of the backbone atoms, N, C~ 
and C, was calculated for all residues between ! 14 and 264 of the 
SCP structure. Then, test 1 =/5/6r. 

Test 2. The number of residues whose mean main-chain density is greater 
than 2tr. 

Test 3. The number of residues with main-chain density less than ltr. Note 
that six residues were in an external loop which had been erroneously 
assigned to solvent in phase-determination method 3. 

atom of residue Met 220, sites B are close to the S~ 
atom of residue Met 173, sites C are close to residues 
His 184 and Tyr 198. All aromatic side chains could 
be fitted into electron density (Fig. 7). 

The average main-chain electron density values for 
crystal form 2 are plotted in Fig. 8. Plots are shown 
for the original MIR map and for maps after cycles 
of solvent flattening, after averaging at 3 A resolution, 
as well as after averaging and phase extension from 
5 to 3 ,~ resolution. The electron density values at the 
main-chain N, Ca and C positions were determined 
from the individual maps by 8-point interpolation 
and then averaged over each residue. The atomic 
positions were taken from a model partially refined 
to an R-factor of 22% against 6-3 A type 2 reflection 
data. The considerable improvement in the fit of the 
atomic positions to the successive electron densities 
is demonstrated in Table 6. The sharp trough around 
residue 120 in Fig. 8 is due to a wrong mask assign- 
ment in this region. Residues (120)Asn-Glu-Asp-  
Gly-Asp-Val(125) form a protrusion on the surface 
of the protein. The grid points in this region had been 
wrongly assigned to solvent because this was the only 
region in the map where the electron density deterior- 
ated after the solvent-flattening procedure (Figs. 8a, 
b). Overall, solvent flattening improved the average 
main-chain electron density values by 0.5 r.m.s. The 
subsequent molecular replacement averaging pro- 
duced another 0.4 r.m.s, improvement (Table 6). 

Compared to the map after averaging at 3/~,, the 
map after averaging and phase extension from 5 to 
3 ~ has wider fluctuations in electron density values 
along the polypeptide backbone (Fig. 8). However, 
examination of this map showed that the polypeptide 
backbone could be traced more easily, especially in 
the loop regions where there were ambiguities in the 
map after averaging at 3 A. Therefore, the polypep- 
tide backbone was traced by simultaneous examin- 
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ation of both maps. Contrary to expectations (Fuller 
& Argos, 1987), the backbone fold is similar to that 
of chymotrypsin-like serine proteinases (Choi et al., 
1991). The atomic model was built into the electron 
density map after molecular replacement averaging 
at 3 A, using the program F R O D O  (Jones, 1985). 

Discussion 

The procedure described in this paper for averaging 
between crystal forms should be generally applicable 
in other situations where multiple crystal forms are 
available. Although this is by no means the first 
occasion when different crystal forms have been used 
for improving electron density quality, the procedure 
described here is quite general and can be extended 
for averaging over any number of crystal forms, each 
containing one or more copies of the molecule. 

Initially the SCP dimer mask was determined by 
inspection of the h-cell density alone. This procedure 
was not successful due to the noise created by the 
various other molecules that do not obey the non- 
crystallographic symmetry. For SCP there were only 
three different environments, which were insufficient 
to remove the neighboring molecules completely. 
Help can be obtained by replacing the averaged 
density into the different p-cells as it is necessary to 
obtain a mask which packs correctly without overlap 
between molecules. In SCP, using the criteria 
described by Rossmann et al. (1992), this resulted in 
a discontiguous mask. Instead, the h-cell mask was 
improved by manual editing. However, with use of 
further criteria, one should be able to accomplish the 
same automatically. 

Averaging in the type 3 cell alone was more difficult 
without the definition of envelope provided by a 
comparison of type 2 and 3 crystals. However, once 
the envelope had been established, approximate com- 
putations were made for averaging the two molecules 
in the type 3 crystals alone. This provided good 
improvement of the MIR phases but the results were 
not of sufficient quality for an easy polypeptide chain 
tracing. 

An important parameter in molecular replacement 
averaging among crystal forms is the scale factor to 
be applied to the electron density values from each 
crystal form. The scale factor calculated from (5) will 
equalize the r.m.s, values of the individual h-cell 
electron density maps for grid points within a certain 
radius of the center of the molecular assembly. 
Alternatively, a scale factor could be defined from a 
least-squares treatment, where 

k2 = (Z p2/~3)/Z p2. 

This definition should give the same value as that 
from (5) when P2 and P3 are well correlated. It was 
found that k2 was underestimated at the early stages 

of averaging, when P2 and P3 could assume different 
signs. 

After the structure had been solved, it was possible 
to recalculate the VM for each crystal form based 
only on the ordered part of the structure (Table 1). 
These are consistent with those observed for most 
other ordered protein structures (Matthews, 1968). 
Thus disordered components of proteins, such as the 
first 113 residues of SCP, effectively contribute to the 
solvent fraction of a crystal structure. In this case the 
implication is that the solvent region mostly consists 
of disordered protein (i.e. different conformations in 
each unit cell) and has relatively little water content. 
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Abstrac t  

An explicit parametrization algorithm is reported for 
the simplest class of triply periodic minimal surfaces 
(the 'regular' class) for which the Weierstrass function 
specifying the complex plane representation has a 
simple product form. As the Gauss map links triply 
periodic minimal surfaces with spherical tessellations, 
the set of Schwarz triangular tilings of the sphere is 
used as the basis of an exhaustive listing of all such 
possible branch-point distributions, and hence sur- 
faces, in this class. The symmetry and geometry of 
the resulting surfaces are determined by the locations 
and orders of these branch points. 

I. In troduct ion  

Minimal surfaces are the simplest members of the 
family of hyperbolic surfaces, which include all 
saddle-shaped (anticlastic) interfaces. If the surface 
is minimal, its principal curvatures are equal in mag- 
nitude and opposite in sign at all points on the surface. 
In contrast to the more familiar elliptic and parabolic 
geometries (which include spheres, ellipsoids, cylin- 
ders and planes*), a single hyperbolic surface may 
partition space into two continuous convoluted 
networks and the resulting geometry is known as a 
bicontinuous structure. The most symmetric examples 
of these structures are translationally ordered 
minimal surfaces. Such structures are to be found in 
molecular assemblies: thermotropic and lyotropic 

* In fact, the plane can be classified as a minimal surface, albeit 
an uninteresting case. 

liquid crystalline phases and block copolymer phases 
and in the atomic arrays in microporous-framework 
alumino-silicates known as zeolites. At larger length 
scales these surfaces describe well the ultrastructure 
of biological mineral skeletons in some sea-urchins 
(Nissen, 1969). These interfaces are now of general 
interest to physicists, chemists and biologists 
(Dubois-Violette & Pansu, 1990). 

Explicit mathematical realization of the surfaces 
in bicontinuous arrays is most simple for infinite 
(triply) periodic minimal surfaces (IPMS). Other 
hyperbolic interfaces (such as triply periodic con- 
stant-mean-curvature surfaces) can be related to their 
associated IPMS provided the topology of the inter- 
face is sufficiently complex (Anderson, Nitsche, Davis 
& Scriven, 1990). Five IPMS were discovered last 
century by Riemann and the school of Schwarz (see 
Riemann, 1953; Schwarz, 1890; Neovius, 1883). In 
the 1960s, Alan Schoen derived a number of new 
examples using soap films (Schoen, 1970); these cases 
have recently been confirmed by Karcher (1989). A 
large number of IPMS have also been found by 
Fischer & Koch (1989) and Koch & Fischer (1990) 
from crystallographic considerations. 

In a series of three papers, we present techniques 
for systematic derivation and mathematical charac- 
terization of the simplest class of IPMS (which we 
shall term the 'regular' class), as well as some 
examples and general techniques for IPMS within 
the more general 'irregular' class. We characterize the 
various IPMS by the geometry of a Fliichenstiick of 
each surface, from which the infinite surface can be 
generated by reflection or rotation operations over 
the surface boundary. 
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